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▪ Need for Claim Normalization to support 
automated fact-checking

▪ Posts are noisy, informal and often ambiguous

▪ Multilingual dimension adds complexity
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Task: “Given a noisy, unstructured social media 
post, the task is to simplify it into a concise form.”

Two settings:
▪ Monolingual: 13 languages with full datasets 

(train, dev, test)
▪ Zero-shot: 7 unseen languages, test set only
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Data & Pre-Processing

▪ Data are sourced from Google Fact-Check Explorer via ClaimReview

Pre-processing: de-duplication & similarity filtering (discarded if cos. sim < 0.05)

Challenges

▪ Mixed languages in post/claim

▪ Duplicates across train/dev

Claim overlap between the gold train and development data.
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Fine-Tuning with LoRA

▪ Only for monolingual setting

▪ Experimented with Gemma3 27B and Qwen3 14B

▪ 3 approaches:

▪ Single LoRA adapter for each language

▪ Mixed-language fine-tuning (single LoRA for all languages)

▪ Translation-based augmentation (translation from English data)
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Translated Prompts (Zero- & Few-Shot)

▪ Instructions translated to the target 
language via Google Translate API

Zero-Shot Prompting

▪ Task description + characteristics of 
normalized claims

Few-Shot Prompting

▪ Demonstration selection via similarity 
(mGTE-base)

▪ Experimented with 1, 2, 5 and 10 
examples

Experiments with Polish

▪ Polish-CoT vs. Few-shot prompting
▪ Experiments also with the Polish LLM
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LoRA offers negligible gains for some languages
but larger improvements for others



Kempelen Institute of Intelligent Technologies47

High-resource European languages 
demonstrated consistently strong performance

Performance of Qwen3 in the monolingual setting on the dev set using 10-shot prompting with 
unfiltered data for sample selection.
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Overall Results
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We ranked first on all 7 zero-shot languages and on 
6 out of 13 languages in the monolingual setting

Best strategies – Gemma3 prompting & Ensemble method
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Key Findings & Conclusion

▪ LoRA adapters are efficient for low-resource languages

▪ Prompting works well with high-resource languages

▪ English prompts outperform target language in zero-shot

▪ Ensemble smooths out model variance and achieves the best 
performance in 11 out of 20 languages (5 out 7 cases in the 
zero-shot setting)
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Current Challenges
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▪ Dataset imbalance and overlap between splits

▪ Missing context (especially visual, e.g., images or videos)
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Future Directions
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▪ Use LLMs for data augmentation

▪ Evaluate the impact of normalized claims in fact-checking tasks



Thank you!


