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Motivation
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● Why subjectivity detection matters: Essential for fact-checking, media 

analysis, moderation: distinguishing opinion from fact is critical.

● The LLM advantage: Traditional SLMs require extensive annotated data; LLMs 

with prompting may offer greater flexibility and robustness when data is scarce or 

noisy.

● How can we optimize LLM performance?
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Results
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Baseline
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● We fine-tune a simple RoBERTA model and use it as a baseline for 

comparison.
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Prompting Strategies
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LLMs tended to struggle 
with this one…
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Prompting Strategies
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● The extended prompt improves performance. Adding few-shot examples 

improves it even further.

● Performance seems to plateau at 6 shots.
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Prompting Strategies
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● Can we go further than that through a better selection of the few-shot 

examples?

● We test three strategies:

○ Randomly selecting few-shot examples.

○ Selecting the most similar train sentences to the current test sentence.

○ Selecting the most dissimilar train sentences to the current test 

sentence.
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Prompting Strategies
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● There aren’t any big notable differences.

● A very interesting result is that the quality of labels does not 

seem to impact performance!
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Prompting Strategies
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● What if we reframe the labels?

● Reframing the labels does not improve performance in English.

● However, translating labels or using numerals for labels improves 

performance for certain other languages.
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Debating LLMs
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● Debating LLM Systems is an emerging paradigm to enhance LLM 

performance.

● We try out different settings for our debates:

○ One LLM arguing for a “subjective” answer, one LLM arguing for an 

“objective” answer.

○ One LLM arguing against a “subjective” answer, one LLM arguing 

against an “objective” answer.

○ We include all four perspectives: “subjective”, “not subjective”, 

“objective”, and “not objective”.

○ A judge LLM makes the final call.
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Debating LLMs
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● Debating LLMs only seem to marginally change performance. 
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Ensemble
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● What if we just ensemble a bunch of models?

● Just throw a bunch of LLMs at it!
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Discussion
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● LLMs outperform SLMs on subjective detection, especially with few-shot 

prompting.

● Arabic dataset: noisy annotations hurt SLMs; LLMs handled it better and 

won by a clear margin.

● Takeaway: LLMs are robust and adaptable, even on messy data, though 

more resource-heavy.
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